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ABSTRACT 
 
In this paper, we present a web-based application allowing 
the analytic visualisation of on-set media data and metadata, 
which combines research from several fields of image pro-
cessing and 3D graphics. Film and television production is 
currently undergoing a paradigm shift, away from the con-
cept of capturing a ‘shot’ with a single principal camera 
view, to recording everything possible about the set, the 
environment, the objects and the actors within it. In parallel, 
the rise of cloud-based storage and processing is pushing 
towards applications being controlled via web or browser 
based interfaces. The application presented in this paper has 
been created to meet both of these needs, visualising Big 
Media Data via a web-based interface, and supporting the 
integration of multiple data formats and analysis. We dis-
cuss the different modalities and processing included in the 
current tool, stress the integration into the web and the solu-
tions to the challenges posed, and show how the tool has 
been initially tested by professionals, with positive out-
comes. 
 

Index Terms—Big Data, 3D, Application, WebGL 
 

1. INTRODUCTION 
 
Film and television production is currently undergoing a 
paradigm shift, away from the concept of capturing a ‘shot’ 
with a single principal camera view, to recording everything 
possible about the set, the environment, the objects and the 
actors within it. The interplay between production, pre- and 
post-production is changing too, with boundaries between 
each phase blurring or even disappearing. In parallel, the 
rise of cloud-based storage and processing is pushing to-
wards applications being controlled via web or browser 
based interfaces. In this paper, we present a web-based ap-
plication allowing the analytic visualisation of on-set media 
data and metadata, which combines research from several 
fields of image processing and 3D graphics. The data might 
come from multicamera setups, spherical images or LIDAR 
(3D scans), whereas the metadata can be 3D reconstruction 
of the set, registration, action recognition, saliency and cov-
erage of the cameras. Through a web-based 3D viewer, and 
the assistance of a timeline interface, camera footage and 
associated metadata are viewed in the context of the LIDAR 
data, considered as a ground truth 3D environment.   

Ideally, big data visualization should support integra-
tion of data from multiple sources, automated analysis and 
user decisions. The variety and size of on-set recorded data 
is increasing hugely (6TB are currently generated each 
shooting day, from GPS, optical or other sensors, spherical, 
witness, principal cameras etc.). Each modality of data is 
visualized and analyzed separately, and any integration re-
quires a lot of human resources. The analysis and integration 
usually take place in post-production stages, away from the 
on-set, production shooting. If quality issues are identified, 
the worst case is that footage will have to be re-shot, which 
is slow and extremely expensive; in the best case, issues can 
be fixed through post-processing, which is very costly. Fur-
thermore, visualizing each modality on its own is a slow 
process; users have difficulties to understand the whole pic-
ture, and to identify the quality issues. The paradigm on 
which the tools presented in this paper is based is to provide 
an integrated view of the different modalities of data, with 
some processing/metadata incorporated early in the process, 
so that the analysis can be made more easily. The actual 
shooting environment is simulated, efficiently allowing de-
cisions to be taken near the on-set situation, either real-time, 
near real time, or before the next day shooting. In the tools 
presented in the paper, video captured through multiple 
cameras is shown from the appropriate position and orienta-
tion in a 3D on-set context constituted by LIDAR scanned 
data, implicitly using the 3D reconstruction and registration 
metadata. Other metadata used in the visualization are rec-
ognized actor actions, along with the most salient camera for 
those actions. Quality issues are coverage of the scene, and 
the saliency itself. 

 Why web based tools? Users increasingly need to ac-
cess applications from anywhere, and on any platform, and 
need to be able to share and collaborate. This includes both 
those professionals present on-set (a large crew with differ-
ent roles, generating different modalities of data and 
metadata), and those remote, who have roles in the produc-
tion and post-production processes, visual effects, etc. There 
is a strong drive for any on-set visualisation app to be web-
based, as this requires no external software to be installed 
and, by its very nature, is suited for remote access to the 
data, and to support collaboration. On the other hand, com-
binations of 3D and other modalities on the web have re-
cently appeared, as shown by Jankowski et al. [1], [2], who 
presented an interface combining hypertext and simple 3D 
graphics, and showed that the performance with this so 



called “dual-mode” interface was better than for single mo-
dalities (even taking into account switches). The visualiza-
tion we present is more advanced in several respects, in that 
it combines more challenging 3D data, layered 2D data and 
metadata, and it has much higher user interactivity than Jan-
kowski et al. The combination of modalities, the efficient 
use of bandwidth and the processing at the client side, which 
has implications on usability, pose significant challenges.  

In the rest of the paper we discuss the different modali-
ties and processing included in the current tool, with a stress 
on the integration into the web, and the solutions to the chal-
lenges posed. We discuss the positive outcomes of the initial 
tests with professionals, and the extensions envisaged to-
wards. a fully operational tool for on-set work. 
 

2. WEBGL AND 3D ON THE WEB 
 
Web-based 3D graphics has seen dramatic progress in recent 
years, due to the release of the WebGL standard in 2011. 
Now supported by all major desktop and mobile browsers, 
the WebGL API allows the browser to access hardware ac-
celerated graphics without requiring 3rd party plugins such 
as Unity3D [3] or Adobe Flash [4]. WebGL can be pro-
grammed imperatively directly via the browser using Javas-
cript, although several more declarative methods of pro-
gramming Web-based 3D have gained popularity in the re-
search domain [5], [6]. Web-based 3D applications share 
many of the advantages common to all web-based technolo-
gy, namely platform independence, no reliance on 3rd party 
software, and ease of distribution and maintenance. Using 
WebGL also allows a seamless integration of 2D and 3D 
which facilitates the creation of powerful and innovative 
interfaces [2], [7], which would be more difficult to create 
with non-browser-based software. However, the difficulties 
inherent to many client-server based technologies, such as 
those relating to bandwidth and synchronisation, are particu-
larly present in all web 3D applications due to the typically 
large file sizes of the assets used. For more information on 
the current state of the art in web-based 3D graphics, we 
refer the reader to a recent comprehensive survey [8]. 
 
2.1. Progressive Transmission of Pointcloud Data 
 
Light Detection and Ranging (LIDAR) is a remote sensing 
technique that uses the time difference between the trans-
mission of a laser pulse and the detection of its reflection to 
calculate the position of an observed point on the surface of 
an object. The information gathered from the pulses is then 
amalgamated and converted into a topological cloud of 
points in 3D space, which can be stored on disk in one of 
several formats (for example, LAS or OFF). LIDAR ma-
chines will be set up on-set to record the filming environ-
ment, which can then be viewed later to assist in post-
production, whether as a visual aid to assist in the creation 
and/or lighting of digital assets, or a ground truth to assess 
registration techniques involving multiple cameras, or simp-

ly to provide better context of the set to the post-production 
staff. Although laser scanning can generate highly accurate 
point clouds of a surface, the resulting data can consist of 
millions of 3D points (and associated colour information). 
The large file sizes involved present considerable problems 
in terms of the storage, transmission and visualization of the 
data, and there has been much previous research on issues of 
compression and progressive visualization [9]–[14]. How-
ever, to-date there has been very little work focusing on the 
progressive transfer of point-cloud data for remote visualisa-
tion via the internet [15]. 

The problems facing any system of remote visualisa-
tion of big media data are twofold: firstly, typical bandwidth 
capabilities result in unacceptable waiting times if the user 
wishes to visualise the entire data set; and secondly, the 
comparative lack of computing power of javascript-based 
processing within the browser context means that heavy 
compression techniques may be take too long to decompress 
the data and be counter productive [16]. 

For this work, we use an approach similar to that of 
[15] to progressively visualise point cloud data in a WebGL 
content. The goal is for the 3D context to quickly display a 
low-resolution version of the data, which then is progres-
sively refined to higher resolution as more data is down-
loaded. To do this, an offline process is used initially to 
store the point cloud data into a memory efficient octree 
data structure. Higher level octree data (i.e. smaller in size) 
is sent from the server to the client and displayed in the 3D 
context with little delay, and the display is updated as in-
formation about lower levels of the octree is downloaded. 

Once the octree has been created, it is then traversed in 
a breadth-first manner and relevant information for each 
node is stored to file using a custom binary data format is 
used to store the relevant information for each node, using 
17 bytes per node. One byte is used to store the depth level 
within the octree, 12 bytes to store the coordinates in 3D 
space, 3 bytes to store the point colour, and 1 byte used as a 
bit-mask to store information about node children. The data 
is split into several files (5000 node entries per file, 85kB 
per file) and files are saved in numerical order, ready for 
transfer to the remote client.  

A WebGL 3D context requests the hierarchical point 
cloud data via AJAX. Standard HTTP gzip compression is 
used to compress the files down to around 60% of their ini-
tial size. Once the first file is downloaded, points are drawn 
in 3D space to represent each node of the octree. The points 
are sized according to the relevant depth level. Meanwhile, 
further AJAX requests download the rest of the data, one 
file at a time. As each file is received, the 3D visualisation is 
carefully updated to display the data. Note that this update 
process is not simply a case of drawing more data as it ar-
rives, the application must keep track of the highest resolu-
tion downloaded so far, and only discard lower-resolution 



data when it can be sure that no ‘holes’ will appear in the 
visualisation.  

Figure 1 contains four images demonstrating the pro-
gressive nature of the visualisation, with the set gradually 
being revealed. In terms of speed of visualisation, the initial 
low-resolution view appears within a second (with a band-
width of 8Mbps), the more detailed views within a few se-
conds, and a level of ~3.5 million points (sufficient for good 
quality representation of a typical LIDAR scene) in about a 
minute.  
2.2. Layered Visualisation of Recorded Footage: match-
ing, registration and timeline interface 
 
Modern digital cinema productions may make use of multi-
camera setups, where the cameras are arranged to record the 
action from several different angles. A registration proce-
dure is required in order to position the cameras in the 3D 
space, relative to the LIDAR scan, which is taken as 3D 
ground truth. Structure from motion (SfM) [17] and iterative 
closest point (ICP) [18] have been widely adopted to regis-
ter sensor (camera) positions for 2D and 3D modalities, re-
spectively. SfM takes multiple 2D images as input, and 
matches features to recover camera positions and sparse 
scene geometry. ICP takes 3D point clouds as input and 
finds a rigid 3D transformation between two overlapping 
clouds of points by iteratively minimizing squared-error of 
registration between the nearest points. Registration of cam-
eras (2D) to LIDAR (3D) is more difficult because their data 
exist in different domains with different format. We base 
our application on Kim and Hilton’s [19] reconstruction and 
registration work for multiple modalities into a 3D space. 
The matching and registration method proposed is hybrid 
considering both local 3D keypoints and the spatial distribu-
tion of neighbouring ones, where the FPFH descriptor is 
used to extract the relationship of neighbouring keypoints in 
order to support local feature matching. This leads to more 
robust matching, effective and efficient in cross-modal reg-
istration on LIDAR scans, multiple photos, spherical scans 
and RGBD video data. The result leads to a transformation 
matrix for each camera that contains both the position and 

rotation of each camera (in the case of multiple cameras 
setups), registered to the LIDAR data. 

To visualise the cameras in our on-set 3D system, we 
create a simple plane geometry for each of the cameras and 
position it in the scene using the transformation matrix ex-
tracted via the registration process. In order to view the 
footage recorded by each camera in the 3D scene, we regu-
larly sample the frames of footage and use them as 3D tex-
ture information for planes. To ensure the frame-rate is ade-
quate for real-time viewing, a script-based system, using 
standard tools, compresses the camera footage down to a 
resolution suitable for web-display, and saves the video us-
ing the OGG/Theora codec. For each camera in the scene, a 
HTML5 video element is created, and at playback each 
frame is extracted from the video and applied as a texture to 
the plane representing the relevant camera in the 3D scene 
(see Figure 3). To control camera selection, playback and 
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Figure 1: Progressive Visualisation of LIDAR data, with 
resolution increasing from left to right and top to bottom. 
 

 
Figure 2: Figurative representation of a typical multicam-
era setup 
 

 
 
Figure 3: Figurative representation of a typical multicam-
era setup 



scrubbing, a custom timeline interface has been developed 
in Javascript. The timeline permits the user to select the 
camera and view it in 3D space, play/pause/stop the action, 
and scrub to any part of the footage (see figure 4). 

 
3. METADATA VISUALISATION: ACTIONS, 

SALIENCY, COVERAGE 
 

The actors and human actions in multi-view footage can 
be recognized through the use of clustering techniques espe-
cially accelerated to deal with big media data on set as well 
as the camera which is most salient with respect to an ac-
tion, with a performance competitive with the state of the art 
[20]. Saliency could be used, for instance, to decide which 
shot should be included when editing in post-production; 
metadata are useful to solve more intelligent queries. The 
metadata resulting from the processing, is provided as an 
XML file and associated description with: 

• identification of one or more actors in a scene 
• identification of actions carried out by the actors, 

from a subset as described in [21] 
• separation of the footage into timed segments 
• saliency of the camera 
• any additional metadata which has been added 

manually 
This information is currently visualized on the timeline, 

as shown in Figure 4. Other metadata related to quality is 
the estimation of camera coverage, for example extracted 
using [22]. The result of this analysis is a collection of 
points in 3D space with associated values representing the 
number of cameras that can accurately see that point. Figure 
7 shows how this sparse point cloud can be overlaid onto the 
set context, allowing users rapid feedback with regards to 
the coverage of a given configuration of cameras. 

 
4. DISCUSSION AND FUTURE WORK 

 
Typically, academic and professional big data visualizations 
are largely 2D graphics based, yet professional applications 
in the media industry are rather more content-based: they 
use thumbnails, 3D representations of frames+time, and 
interactive 3D, etc. Our visualization application is con-
sistent with industry practice, and aims at representing the 
new paradigm of “capturing the whole set”, representing 
data, analyzed data and metadata in a “whole on-set envi-
ronment”. As seen from the examples, it is based (and has 

been tested) on challenging data that constitute a simulated 
on-set environment, captured with the support of profes-
sionals. The prototype application presented in this paper 
has been evaluated positively by professional users in the 
R&D team of Double Negative Visual Effects which has 
been capturing on-set data for their post-production work in 
major blockbusters, and has already been included in the 
development version of the in-house tools used by the com-
pany, which the R&D team uses for training the post-
production professionals. This seems a strong indication that 
a professional web-based tool incorporating the features of 
the prototype would be a valuable and interesting addition to 
the suite of tools and software that are used, before, during 
and after production. On the other hand, it shows that the 
fully working prototype exists and is robust enough to be 
incorporated into a suite of professional tools, so that further 
development of a professional level tool is technically feasi-
ble. Nevertheless, the prototype in its current form presents 
several technical and conceptual limitations, which must be 
considered in future developments. The film industry is ac-
customed to ever increasing quality and resolution of the 
data it records and stores; whereas web-based visualization 
is behind, in terms of quality and speed, of offline solutions 
(due to both bandwidth and processing capabilities, as dis-
cussed previously). In practical terms this means that the 
tasks where this tool is useful have to be precisely deter-
mined, as some tasks will require the highest quality. Relat-
ed to this issue, users requested to extend the tool with spe-
cific functionalities, particularly the ability to view the same 
data simultaneously on different devices, sharing in real-
time annotations and comments between various users. The 
tool might be thus primarily oriented to provide an integrat-
ed and shared “review” of assets, with quality analysis com-
ing both from automated tools and professionals with a bet-
tor integrated tool. This is the prime focus of our future 
work, which will include intelligent annotation. 
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Figure 5: Camera coverage point cloud superimposed on 
the LIDAR set data. Bright yellow points are seen by more 
cameras, dark red points are seen by fewer. 

 
Figure 4: Timeline interface segmented according to pri-
mary actor action metadata  
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